
Introduction

If policy makers are to make evidence-based decisions
about guideline implementation, they need reliable
information on the effectiveness and cost-effectiveness
of different interventions (in different settings for differ-
ent targeted clinicians and behaviours), the likely effect
modifiers and the resources needed to deliver interven-
tions. In order to obtain such information, policy makers
need to use the evidence from studies that adopted
rigorous designs and methods. Many existing studies 
use weak designs or are methodologically flawed with
potentially major threats to validity, thereby limiting
their value to inform decision-making.1 In this paper, we
describe a number of potential study designs, highlight-
ing their advantages and disadvantages. Other import-
ant aspects of design are summarized elsewhere2 and in
the other papers in this supplement.

A variety of study designs can be used to evaluate
guideline implementation strategies. These vary in the
degree to which they allow observed effects to be attributed
to the intervention with confidence.

Observational studies

Observational (or descriptive) studies of single groups
may usefully provide greater understanding of the pro-
cess of behavioural change and generate hypotheses for

further testing in rigorous evaluations.3 However, they
are rarely useful for evaluation because the character-
istics of the populations to be compared may differ 
in ways that affect the outcomes being measured—
characteristics other than the interventions to be com-
pared. If the evaluator cannot identify or measure these
differences, nothing can be done to ameliorate the result-
ing bias. Even when it is possible to adjust for recognized
differences, it is never possible to rule out unrecognized
bias with confidence.

Quasi-experimental designs

Quasi-experimental studies often are conducted where
there are practical and ethical barriers to conducting
randomized controlled trials. In this section, we discuss
the three most commonly used designs in guideline im-
plementation studies: (i) uncontrolled before and after
studies; (ii) time series designs; and (iii) controlled before
and after studies. However, there are many different
possible designs, and the reader should refer to Cook and
Campbell4 for further discussion of quasi-experimental
studies.

Uncontrolled before and after studies
Uncontrolled before and after studies measure provider
performance before and after the introduction of an
intervention (e.g. dissemination of guidelines) in the same
study site(s) and any observed differences in performance
are assumed to be due to the intervention. Uncontrolled
before and after studies are relatively simple to conduct
and are superior to observational studies; however, they
are intrinsically weak evaluative designs,5 as secular
trends or sudden changes make it difficult to attribute
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observed changes to the intervention.4 Furthermore, 
in such studies, the intervention is confounded by the
Hawthorne effect (the non-specific beneficial effect 
on performance of taking part in research)6 which
could lead to an overestimate of the effectiveness of an
intervention.

There is also some evidence to suggest that the results
of uncontrolled before and after studies may over-
estimate the effects of interventions. Lipsey and Wilson
undertook an overview of meta-analyses of psychological,
educational and behavioural interventions.7 They
identified 45 reviews that reported separately the pooled
estimates from controlled and uncontrolled studies; the
observed effects from uncontrolled studies were greater
than those from controlled studies. In general, uncon-
trolled before and after studies should not be used to
evaluate the effects of guideline implementation strat-
egies, and the results of studies using such designs have
to be interpreted with great caution.

Time series designs
Time series designs attempt to detect whether an inter-
vention has had an effect significantly greater than the
underlying trend.4 They are useful in guideline imple-
mentation research for evaluating the effects of inter-
ventions when it is difficult to randomize or identify an
appropriate control group (e.g. following the dissemination
of national guidelines or mass media campaigns). Data
are collected at multiple time points before and after 
the intervention; the multiple time points before the
intervention allow the underlying trend to be estimated,
the multiple time points after the intervention allow the
intervention effect to be estimated accounting for the
underlying trend (Fig. 1). A number of statistical tech-
niques can be used depending on the characteristics of
the data;4 the most important determinant of technique
is the number of data points prior to the intervention to
provide a stable estimate of the underlying trend. As a

rule of thumb, 20 data points are needed before and 20
data points after the intervention to allow full time series
modelling to be used.8

Time series designs increase the confidence with which
the estimate of effect can be attributed to the intervention,
although the design does not provide protection against
the effects of other events occurring at the same time 
as the study intervention, which might also improve
performance. Furthermore, it is often difficult to collect
sufficient data points unless routine data sources are
available. Currently, many published interrupted time
series have been analysed inappropriately, frequently
overestimating the effect of the intervention.9

Controlled before and after studies
In controlled before and after studies, a control
population is identified which has similar characteristics
and performance to the study population and is expected
to experience secular trends or sudden changes similar
to the study population.4,10 Data are collected in both
populations contemporaneously using similar methods
before and after the intervention is introduced in the
study population. A ‘between group’ analysis comparing
performance in the study and control groups following
the intervention is undertaken, and any observed
differences are assumed to be due to intervention (Fig. 2).

Whilst well designed before and after studies should
protect against secular trends and sudden changes, it 
is often difficult to identify a comparable control group.
Even in apparently well-matched control and study
groups, performance at baseline is often observed to
differ. Under these circumstances, ‘within group’ analyses
(where change from baseline is compared within both
groups separately and where the assumption is made
that if the change in the intervention group is significant
and the change in the control group is not, the intervention
has had an effect) are often undertaken. Such analyses
are inappropriate for a number of reasons. Firstly, the
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FIGURE 1 Time series analysis
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baseline imbalance suggests that the control group is not
comparable and may not experience the same secular
trends or sudden changes as the intervention group; thus,
any apparent effect of the intervention may be spurious.
Secondly, there is no direct comparison between study
and control groups.

The usefulness of controlled before and after studies 
is also limited because the estimate of effect cannot be
attributed to the intervention with confidence due to the
non-randomized control group. In many circumstances,
where a controlled before and after design is proposed,
a randomized trial could be undertaken just as easily and
would provide a more reliable estimate of effect.

Randomized trials

Patient randomized trials
Randomized trials are rightly considered to be the most
robust method of assessing health care innovations.11

Randomized trials estimate the impact of an interven-
tion through direct comparison with a randomly allo-
cated control group that receives either no intervention
or an alternative intervention.12 The randomization pro-
cess ensures that, all else being equal, both known and
unknown biases are distributed evenly between the trial
groups.

When evaluating guideline implementation strategies,
however, simple (patient) randomized trials may be 
less robust. There is a danger that the treatment offered
to control patients will be contaminated by doctors’
experiences of applying the intervention to patients
receiving the experimental management, with the result
that the evaluation may underestimate the true ef-
fects of strategies. For example, Morgan and colleagues

undertook a study of computerized reminders for ante-
natal care.13 They chose to randomize patients between
a control group and an experimental group for whom
any non-compliance by the doctor generated an
automatic reminder from the computer-based medical
record system. Compliance in experimental patients
rose from 83 to 98% within 6 months, while compliance
in control patients rose from 83 to 94% in 12 months. The
results suggest that the intervention had a significant 
(if delayed) effect on the management of control patients.

Cluster randomized trials
To overcome these problems, it is possible to randomize
(groups of) professionals rather than individual patients.
In such circumstances, data are collected about the pro-
cess and outcome of care at the individual patient level.
Such trials, which randomize at one level and collect data
from a different level, are known as cluster randomized
trials.14,15

Whilst cluster randomization overcomes to a large
extent the problem of contamination in patient-
randomized trials, it has implications for the planning,
conduct and analysis of studies. A fundamental assump-
tion of the patient-randomized trial is that the outcome
for an individual patient is completely unrelated to that
for any other patient, i.e. they are said to be ‘independ-
ent’. This assumption is violated, however, when cluster
randomization is adopted, because patients within any
one cluster are more likely to respond in a similar
manner. For example, the management of patients in a
single hospital is more likely to be consistent than man-
agement across a number of hospitals. The primary
consequence of adopting a cluster randomized design is
that it is not as statistically efficient and possesses lower
statistical power than a patient-randomized trial of
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FIGURE 2 Controlled before and after study
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equivalent size (see Donner16 and Bland [in this
supplement]17 for further details). Because of this lack of
independence, sample sizes require to be inflated to
adjust for the clustering effect,17 and special analytical
techniques, such as multi-level modelling18 need to 
be adopted, unless simple cluster-level analysis is
undertaken.

Despite the added complexity, cluster randomized
trials provide the optimal design for guideline imple-
mentation studies. In the next section, the advantages
and disadvantages of different approaches to the con-
duct of cluster randomized trials are discussed.

Possible types of cluster randomized trials

Two-arm trials
The simplest design is the two-arm trial where groups of
professionals are randomized to study or control groups.
Such trials are relatively straightforward to design and
operationalize, and they maximize power (half the sample
are allocated to the intervention and half to the control).
If two-arm trials are used to evaluate a single interven-
tion against control, however, they only provide limited
information about the effectiveness of the intervention
within a single setting. They do not provide information
about the relative effectiveness of different interven-
tions within the same setting. Two-arm trials can also be
used to compare two different interventions, but do not
provide information about the effect of either inter-
vention against a control.

Because the simple two-arm trial does not provide data
on the relative effectiveness of different interventions,
they are of limited value to decision-makers. For this
reason, results from extensions to the two-arm trial such
as the multi-arm trial or the factorial design may prove
more informative.

Multiple arm trials
The simplest extension to the two-arm trial is to
randomize groups of professionals to more than two
groups (e.g. two or more study groups and a control
group). Such studies are relatively simple to design and
use, and allow head-to-head comparisons of different
interventions or levels of intervention under similar cir-
cumstances. These benefits are, however, compromised
by a loss of statistical power; for example, to achieve the
same power as a two-arm trial, the sample size for a
three-arm trial needs to be increased by up to 50%.

Factorial designs
Factorial designs allow the comparison of more than 
one intervention with reduced loss of power compared
with multiple arm trials. For example, in a 2 × 2 factorial
design evaluating two interventions against control,
participants are randomized to each intervention (A and
B) independently (see Table 1). In the first randomization,

the study participants are randomized to intervention A
or control. In the second randomization, the same
participants are randomized to intervention B or
control. This results in four groups: no intervention,
intervention A only, intervention B only, and both inter-
vention A and B. During the analysis of factorial designs,
it is possible to undertake independent analyses to
estimate the effect of the interventions separately;19

essentially, this design allows two randomized trials to be
conducted for the same sample size as a two-arm trial.
However, these trials are more difficult to operationalize
and analyse, they provide only limited power for a direct
head-to-head comparison of the two interventions and
the power is diminished if there is interaction between
the two interventions.

Balanced incomplete block designs
In guideline implementation research, there are also a
number of non-specific effects, which may influence the
estimate of the effect of an intervention. Currently, these
non-specific effects are lumped together and termed 
the ‘Hawthorne effect’. If these are imbalanced across
study groups in guideline implementation trials, the
resulting estimates of effects may be biased.

Balanced incomplete block designs can be used to
equalize such non-specific effects and thereby minimize
their impact.19 The simplest design is a 2 × 2 balanced
incomplete block design (Table 2). The study population
is allocated randomly between two groups. One group
receives the intervention for the management of con-
dition one and provides control data for the management
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TABLE 1 Diagrammatic representation of a factorial design

Randomization to Intervention A

Randomization to No Yes
intervention B

No Group 1 Group 2

receive neither receive intervention
intervention A only

Yes Group 3 Group 4

receive intervention receive both 
B only interventions

TABLE 2 Example of balanced incomplete block design

Condition 1 Condition 2

Study group A Intervention Control

Study group B Control Intervention

D
ow

nloaded from
 https://academ

ic.oup.com
/fam

pra/article/17/suppl_1/S11/451285 by guest on 20 M
arch 2024



of condition two. The other group receives the inter-
vention for condition two and provides control data for
condition one. As subjects in both groups experience the
same level of intervention, the Hawthorne effect should
be equalized across the two groups. Such designs should
enhance the generalizability of the study findings as they
test the effects of the intervention across different con-
ditions. However, they are complex to design, operation-
alize (especially if more complicated balanced incomplete
block designs are used to test different levels of inter-
vention or different interventions) and analyse.

Baseline measurement in cluster
randomized trials

Commonly in cluster randomized trials, relatively 
few clusters (e.g. general practices) are randomized.
Under these circumstances, there is increased danger of
imbalance in performance between study and control
groups due to chance. Baseline measurements can be
used to assess the adequacy of the allocation process.
Ideally, such measurement should take place in the
planning or pilot stage of an implementation trial, and
baseline performance should be used as a stratifying
variable; this ensures balance across study and control
groups with subsequent increase in statistical power.
Correcting for baseline performance during analysis can
also increase statistical power.20

In addition, baseline measures of performance are
useful because they provide an estimate of the magnitude
of a problem. Low performance scores prior to the inter-
vention may indicate that performance is poor and there
is much room for improvement. On the other hand, high
performance scores may indicate that there is little room
for improvement (ceiling effect).

Discussion

The central tenet of Professor Grimshaw’s paper, 
that “randomized trials are rightly considered the most
robust method of assessing health care innovations”,
was challenged by some participants. The general dis-
cussion covered a number of problems associated with
randomized trials and how these might be overcome.

Randomization does not account for physician
preference
It was pointed out that physicians, like all people, will
only change their behaviour if they are so motivated. In
ordinary practice, physicians who take up, or comply
with, an intervention designed to change practice have
made an explicit or implicit decision to do so. In experi-
ments where physicians are randomized to receive (or
not) a similar intervention, their motivation and attitude
may differ across trial groups. This behavioural factor

may then hinder the interpretation of negative results in
implementation trials. Is the intervention really ineffect-
ive, or has the artificial environment created by the trial
antagonized its effect? Similarly, the lack of a positive
choice in trials may explain Lipsey and Wilson’s finding
that uncontrolled studies showed greater effect sizes.7

One solution suggested was to conduct ‘preference’
trials.21 However, these are difficult to perform, only a
few having been reported in the literature so far. Another
suggestion was to investigate, during the baseline phase
of trials, the attitudes of participating clinicians towards
the interventions using qualitative and psychological
methods.

Randomized trials are lengthy
Decision-makers commission research to allow policy to
be more evidence-based, but often the time lag before
trials produce their robust results means that decisions
which the results were supposed to inform have already
been taken. The larger the trial, the greater the likeli-
hood of an inconvenient delay.

There was no consensus about the best way to address
this problem. One participant argued that randomized
trials of interventions to change practice were being
carried out far too early in their life cycle. Pharmaceutical
products are only trialled on a large scale once a number
of other types of studies have been completed and there
is a fair expectation that the drug will become part of
established practice. By contrast, randomized trials of
behavioural interventions might be proposed as the first
stage of evaluation.

Encouragement of small-scale observational studies
and anecdotal reports was an alternative approach. The
recently established NHSnet ‘Learning Zone’ was an
example. Some participants were concerned that this
would encourage inappropriate service developments,
particularly if marks of approval, such as ‘beacon’ status,
were awarded to unevaluated schemes.

A ‘third way’ suggested was to undertake a stream 
of small randomized studies, and from these pick one 
or two promising interventions for full-scale trials. A
modification of this approach, suggested by Professor
Grimshaw, was to pick specific behavioural issues and
investigate them qualitatively at the same time as
undertaking a trial. One advantage would be that several
disciplines could contribute to the research.

The number of subjects required for statistical power
As pointed out above, many trials have lacked adequate
power, particularly for the analyses that matter most to
policy makers, such as head-to-head comparisons of
alternative interventions or interactions with baseline
characteristics.

The solution to date had been to develop networks of
clinicians who were willing to act as subjects. In the UK,
several such networks exist in primary care, but little
progress has been made in hospitals. There are problems,
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however, with this approach: such networks are not
necessarily representative; each tends to be developed
by a particular researcher; and consent for participation
in trials is generally a difficult ethical issue. (Winkens
and colleagues have reported an approach for conduct-
ing intervention trials without obtaining study-specific
informed consent.22)
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